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ABSTRACT Constellations allow the identification of most stars and celestial objects visible in the night
sky at a glance, without the use of a telescope. However, because of the large number of constellations,
this task can be overwhelming for astronomy beginners. To perform this identification, many rely on
mobile applications that depend on Internet connectivity and the Global Positioning System. Unfortunately,
these applications only provide estimates based on geolocation and do not guarantee an accurate visual
representation. For this reason, this paper proposes the identification of constellations using Convolutional
Neural Networks. The purpose of this research is to detect constellations with greater accuracy from
photographs of any size, regardless of the availability of an Internet connection. For this, a convolutional
neural network model called You Only Look Once was used. This neural network is widely known for its
accuracy in object detection and is ideal for pattern recognition, such as constellations. In this work, different
versions of this neural network were used to detect the 21 most representative constellations of the southern
hemisphere. The results obtained reveal that all models exhibit outstanding performance, with high precision
and recall values, resulting in F1-scores of 0.991 and higher.

INDEX TERMS Constellations, convolutional neural networks, detection, YOLO.

I. INTRODUCTION
Historically, constellations have played a crucial role in
various practical applications, from ancient navigation and
popular culture to modern astronomy. The identification of
constellations has traditionally been carried out manually,
a task that, while enriching the understanding of the cosmos,
is laborious and prone to errors. In response to this need,
in recent years, automatic methods based on computer vision
techniques have emergedwith satisfactory results [1], [2], [3].

This type of detection involves identifying the stars that
form a constellation in an image of the sky, a challenging task
given the diversity of shapes and sizes of these groupings,
as well as the presence of various types of noise in the
images [4].

In this proposal, we develop an automatic method for con-
stellation detection based on Convolutional Neural Networks
(CNN). It is based on a deep CNN whose approach learns to
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recognize the distinctive features of the stars that make up a
constellation.

Sky images are subject to a series of challenges. Different
types of noise, such as background noise, shot noise, and
camera noise, can affect the quality of images, complicating
the task of automatic identification, whose accuracy depends
on the sharpness and clarity of these images. In this way,
the signal-to-noise ratio (SNR) is an important metric for
astronomical observations, as it represents the amount of
information in the data compared to the noise [5].

Background noise is caused by the Earth’s atmosphere
scattering the light from the stars, while other factors such
as camera noise are caused by the device’s mechanism that
can produce image faults. In particular, background noise can
make it difficult to identify the individual stars that form a
constellation, while shot noise can cause false positives.

For this reason, related works have emerged that seek
to solve the problem automatically and without relying
on the human factor. However, automatic methods, despite
their efficiency and speed, are not without difficulties.
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Although they overcome human limitations in speed and
efficiency, they can be more susceptible to errors, especially
in low-quality images [6].

Themethod proposed in this work utilizes a neural network
known as You Only Look Once (YOLO), whose approach
has not been previously used in the field of constellation
identification, positioning it as a modern alternative com-
pared to previous approaches. In addition, the simplicity of
this method results in reduced training time, making it more
efficient in terms of computational resources.

II. RELATED WORK
In the work by Doan et al. [7], the use of a convolutional
neural network called ‘‘FiF-Net’’ for constellation-based
classification is proposed, where the method for training
the network consists of using radioelectric features of the
brightness of the stars, which requires a series of parameters
and training that demand a greater number of cores to process
the enormous amount of data.

Deep visual features, specifically the points within a
constellation, can be fully learned by simultaneously imple-
menting grouped and asymmetric convolutional layers in a
single structure. This approach avoids the problem of having
to train the network with repetitive data that could lead to
input data redundancy and overfitting.

The particularity of this work is that it uses a convolutional
neural network known as ‘‘Resnet’’ as its base, and by
changing a series of parameters, good results were achieved,
reaching an accuracy rate of 86%.

Traditional algorithms for recognizing star patterns are
based on extracting the characteristics of stars as a vector [8],
[9], [10] to compare them with a database. However, many
of these algorithms can be sensitive to noise and lack of
information.

Jiang et al.’s work [11] presents an algorithm that uses
a hierarchical convolutional neural network to recognize
images of spider webs. This algorithm is more robust than
traditional methods, as it can identify constellations using a
spider web pattern even with noise or little information. To do
this, a star is taken as a reference and then extends to the
nearest points forming the spider web.

Once the shape has been defined, the next step is
to compare it with the database that stores various star
shapes. This comparison process aims to identify similarities,
thus allowing the analyzed shape to be classified into a
specific type.

The database that stores this model can also present
possible variations and errors that could arise during data
collection and storage.

It is essential to recognize that, due to various conditions
and factors, the stored information may contain inherent
variations. These variations can result from factors such as the
quality of the observations, atmospheric conditions, or even
errors in the data recording process.

Other authors, such as Galkin and Makarenko [12],
also employ constellation detection models using ResNet,

and obtained results similar to the previous study, with a main
F1-score reaching 0.927. Both works show a clear inclination
towards the use of ‘‘ResNet’’ in the training process of
convolutional neural networks. However, neither study details
the specific implementation of the ResNet architecture nor
the particularities of the training strategy.

Additionally, it would be relevant to investigate whether
there are variations in the datasets used, as this could
influence the comparison and generalization of the results
between both works. This analysis would provide a more
comprehensive and accurate view of the similarities and
differences between the implementations of ResNet in the
constellation detection models proposed by Galkin and other
authors [7], [12].

In Lindsey’s work [13], a method for identifying constel-
lations using a camera known as a ‘‘star tracker’’ onboard
spacecraft is also described. Instead of using conventional
methods, such as extensive databases, an approach based
on convolutional neural networks is proposed. This method
compares features of stars near the unknown star, being more
robust to positional noise and requiring a smaller database,
especially for narrow fields of view.

To achieve this, a convolutional neural network was
implemented where the input data is the brightness of a
star, which is then compared with the nearest star and the
subsequent one. The angle formed between these three stars
is what is recognized as a constellation and is compared with
a database to find similarities.

Some features shared by these works with our proposal are
shown in Table 1.

TABLE 1. Similarities between related works and the current proposal.

III. METHOD
The proposed method1 addresses key aspects, such as
the acquisition and preparation of specific datasets for

1The code developed and used in this work is available on GitHub:
(https://github.com/VictorAriz/Datasets-Costelaciones-Emisferio-Sur-
datasets.git)
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FIGURE 1. Constellation crux or southern cross (left), constellation orion
(right).

training and evaluating YOLO models in versions 8-X,
10-X and 11-X. For training, the number of images to be used
as a basis for achieving detection must first be taken into
account. For this work, 21 constellations from the southern
hemisphere were selected, which were chosen for their
prominence in the sky and their distribution across different
spatial zones.

A. DATA SELECTION
The diversity of the selected constellations covers a
wide range of stellar patterns and densities, allowing
for the evaluation of the detection models’ capabilities
in diverse scenarios. Additionally, the visibility of these
constellations at different times of the year was consid-
ered to ensure an equitable temporal distribution of the
training data.

The 21 most representative constellations of the southern
hemisphere were considered: Aquila, Ara, Apus, Aries, Canis
Maior, Columba, Crux, Delphinus, Equuleus, Grus, Lacerta,
Lyra, Musca, Octans, Orion, Phoenix, Piscis Austrinus,
Reticulum, Scorpius, Triangulum Australe and Tucana.

Here is the translation while keeping the LaTeX tags:
The inclusion of constellations such as Crux, Scorpio, and

Orion, which are widely recognized and have distinctive star
patterns, poses interesting challenges for the model due to
the presence of multiple bright stars and complex shapes,
as shown in Figure 1. On the other hand, the incorporation of
less prominent constellations, such as Musca or Reticulum,
allows evaluating the model’s ability to detect more subtle
and dispersed star patterns.

B. DATA ACQUISITION AND PREPARATION
The images used come from open-access sources and the
free software Stellarium, which provides images based
on the selected geographic location and the year set by
the user.

A total of 1063 images of the 21 constellations
were collected, sourced from both internet images and
the Stellarium software. Figure 2 presents an overview
where each constellation is identified with its correspond-
ing name and shown in comparison with its graphical
representation.

C. DATA AUGMENTATION
The authors of YOLO [14] recommend having a sufficiently
large and diverse training dataset that represents all possible
variations the model might encounter during real-world
application. For this reason, data augmentation was applied,
which is the process of generating new training samples by
applying various transformations to the existing images in the
dataset.

Transformations such as rotation, translation, distortion
(shear), and scaling were applied. Additionally, random
variations in noise, brightness, and contrast were introduced.
Figure 3 shows different types of rotations and the application
of filters.

Once the data augmentation process was completed, a total
of 16,533 images were obtained, mixing the mentioned
variations and filters.2 Manual labeling of each image was
then carried out.

Once the manual labeling is completed, the training dataset
is enriched with information about the location and class of
objects in each image. This labeled dataset will then be used
to train the model, allowing it to learn to associate specific
visual patterns with the corresponding classes.

TABLE 2. Distribution of images in the dataset by class and set.

IV. TRAINING THE MODELS
The dataset was divided into training and validation sets. The
distribution of images among classes and partitions can be
seen in Table 2.

2The image database constructed and used for this work is available on
GitHub: (https://github.com/VictorAriz/Datasets-Costelaciones-Emisferio-
Sur-datasets.git)
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FIGURE 2. Constellations of the southern hemisphere used.

FIGURE 3. Data augmentation process.

The training of the YOLOv8-X, YOLOv10-X, and
YOLOv11-X models was carried out following a structured
process. Below, the configuration and procedure used are
described.

A. TRAINING CONFIGURATION
To ensure a fair comparison between the YOLOv8-X,
YOLOv10-X, and YOLOv11-X models, consistent hyperpa-
rameters were used during the training process. The learning
rate was set at 0.01, while the batch size was 16 samples per
iteration. The total number of epochs was set to 100, and
the input images were resized to 640 pixels. The selected
optimizer was Stochastic Gradient Descent (SGD), due to its
robustness and effectiveness in optimization tasks.

The training environment was configured to maximize
computational performance and compatibility with the

tools used. The hardware employed included an NVIDIA
RTX 4080 GPU with 16 GB of dedicated memory, an Intel
Core i9-14900KF processor, and 32 GB of RAM. To ensure
reproducibility of the experiment, Python 3.9 was used
along with PyTorch and CUDA 11.7, ensuring compatibility
with the selected GPU. The Ultralytics library was used
for managing and configuring the YOLO models, while
the environment was virtualized using Conda to isolate
dependencies and facilitate the installation of specific
packages.

B. TRAINING PROCESS
The training process was divided into two main phases:
environment setup and training execution. For the environ-
ment setup, a dedicated Conda environment was created,
and the necessary dependencies were installed, including
PyTorch and the Ultralytics library. Additionally, the correct
detection of the NVIDIA RTX 4080 GPU and the config-
uration of CUDA were verified to ensure optimal hardware
utilization.

During the training execution, the following steps were
implemented:

i) The specific pre-trained weights for each model were
loaded, corresponding to YOLOv8-X, YOLOv10-X,
and YOLOv11-X.

ii) The configuration file dataset.yaml was used to
define the classes and partitions of the dataset, ensuring
a proper structure for training.

iii) The results, including metrics and generated weights,
were automatically recorded, facilitating progress
monitoring and model evaluation.
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iv) During training, loss and accuracy were constantly
monitored to ensure optimal model fitting and detect
potential issues such as overfitting.

C. CONSTELLATION DETECTION
The test images were used by all YOLO versions to establish
a meaningful comparison baseline, thereby ensuring a fair
and accurate evaluation of each version’s performance under
the same conditions. By using the same set of test images,
differences in detection capacity and accuracy between the
versions can be identified.

Concluding the detection process, this generated outputs
that showed the constellations identified by each model,
along with the coordinates of the detections. These outputs
were evaluated and compared with each of the YOLO
versions.

V. RESULTS AND ANALYSIS
We performed the evaluation of various performance metrics,
both at a global level and by class, thereby having detailed
comparisons between the models.

A. GLOBAL PERFORMANCE OF THE MODELS
The evaluation of the computational performance of the
YOLOv8-X, YOLOv10-X, and YOLOv11-X models was
conducted in terms of total training time, average inference
time per image, number of parameters, and computational
capacity measured in GFLOPs. These values are presented
in Table 3.

TABLE 3. Comparison of the global performance of the models.

The results show that the YOLOv8-X model stands
out for being the fastest in terms of training, while
YOLOv11-X offers the shortest average inference time,
making it highly efficient for real-time applications. In terms
of parameters and GFLOPs, YOLOv8-X is the most compu-
tationally demanding, while YOLOv10-X represents a more
lightweight solution.

B. PERFORMANCE METRICS
The performance of our method is measured using the
quality evaluation PASCAL criteria [15], where a detection is
considered valid if the normalized area of overlap ao, between
the bounding box of a detection BBdt and the bounding box
of the ground truth BBgt is greater than a threshold θ . The
normalized area is defined as follows (see Figure 4):

ao =
area(BBdt ∩ BBgt )
area(BBdt ∪ BBgt )

. (1)

FIGURE 4. Evaluation criteria for comparing bounding boxes. Interpreting
the area of overlap criteria. The normalized area ao is given by the ratio
of the intersection to the union areas.

TABLE 4. Comparison of metrics among the YOLOv8-X, YOLOv10-X, and
YOLOv11-X models.

where,BBdt∩BBgt is the intersection of the detection window
and the ground truth, and BBdt ∪ BBgt their union. In case
ao > θ , the detection is considered true positive, or otherwise
false positive (usually, the overlapping threshold θ is set
to 0.5). In our work, we measured the Precision, Recall and
F1-score defined by:

• Precision: Indicates the probability that a positive
prediction is actually correct.

Precision =
TP

TP+ FP
(2)

• Recall: Measures the likelihood that the network
correctly identifies all positive images.

Recall =
TP

TP+ FN
(3)

• F1 − score: It combines the precision and recall by
computing the harmonic mean between their two values.

F1 − score = 2 ·
Precision · Recall
Precision+ Recall

(4)

where, TP is the number of true positives, FP is the number
of false positives, TN is the number of true negative and FN
is the number of false negative. A perfect classifier achieves
Precision = 1 and Recall = 1, all objects are classified with
no false alarm. In this case, F1-score = 1.

As seen in Table 4, all models exhibit outstanding
performance, with very high Precision (Pr) and Recall (Re)
values, resulting in F1-scores of 0.991 or higher. The
YOLOv10-X model achieves the highest precision value
(Pr= 0.993), while YOLOv8-X reaches an F1-score of 0.992,
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FIGURE 5. PR curves of the YOLOv8-X, YOLOv10-X, and YOLOv11-X
models.

standing out for its balance between precision and recall.
On the other hand, YOLOv11-X is distinguished by its
high recall value (Re = 0.995), indicating a superior ability
to detect objects in images. YOLOv8-X, although with
slightly lower precision than YOLOv10-X, matches its
F1-score of 0.992.

FIGURE 6. F1 curves of the YOLOv8-X, YOLOv10-X, and YOLOv11-X models.

The results highlight the robustness of the three mod-
els in the task of constellation detection, although small
differences in metrics suggest that certain models might
be more suitable depending on the specific use case.
The performance of the evaluated models is graphi-
cally presented through the PR and F1-score curves in
Figures 5(a), 5(b), 5(c), 6(a), 6(b), 6(c).
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FIGURE 7. Visualization of predictions from validation batch 2 for the YOLOv8-X, YOLOv10-X, and YOLOv11-X models.

TABLE 5. Performance of YOLOv8-X, YOLOv10-X, and YOLOv11-X models.
Includes Precision, Recall, and F1-score.

C. PERFORMANCE BY CLASS
The analysis of class performance allows for evaluating
the effectiveness of the models for specific constellations.
Precision, Recall, and F1-score metrics were calculated for
each class. The results of our method are shown in Table 5,
where it can be observed that the constellations Aquila,
Ara, and Grus stand out with high Precision, Recall, and
F1-score values in all three models, reaching values close to
0.999 or higher in all metrics. This indicates a high capacity
for detection and precise localization of these classes.

On the contrary, the classes that showed relatively lower
performance, especially in F1-score, correspond to Apus
and Triangulum Australe with values around 0.98, and
Tucana with 0.95. This behavior may be related to specific
characteristics of these constellations or limitations of the
dataset used.

VI. CONCLUSION
In this research, we demonstrate that the method imple-
mented for the automatic detection of constellations in the
southern hemisphere using the CNN models YOLOv8-X,
YOLOv10-X, and YOLOv11-X achieved remarkable perfor-
mance in precision, recall, and F1-score metrics.

The results show that YOLOv10-X stands out as the best
overall model due to its higher precision (Pr = 0.993), fewer
parameters, and lower GFLOP, making it computationally
efficient. On the other hand, YOLOv11-X is the best
model for real-time inference, thanks to its low inference
time (5.9 ms) and higher recall (Re = 0.995). Finally,
YOLOv8-X stands out as the fastest training model,

with significantly lower training time, making it ideal for
scenarios where training time is critical.
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